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About Me



• Been active the field of NLG for ~14 years. 


• 6 years at Aberdeen University.


• 4 years PhD


• 2 years PostDoc


• 5 years at Arria NLG.


• 3 years now at trivago.


• Released ‘Hotel Scribe’ to generate automated 
descriptions of accommodations [Mahamood and 
Zembrzuski, 2019].


• Lead a team of four data scientists and analysts.


• Currently, working on more image tagging and 
data science problems.


• Actively, participating in NLG research, including 
research projects. In particular, focused on the 
topic of evaluations.About Me

https://aclanthology.org/W19-8647/
https://aclanthology.org/W19-8647/


• ~2010: First aware of issues in NLG evaluation, 
due to Reiter’s & Belz’s  paper on investigating 
the validity of evaluations [Reiter & Belz, 2009]
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• ~2010: First aware of issues in NLG evaluation, 
due to Reiter’s & Belz’s  paper on investigating 
the validity of evaluations [Reiter & Belz, 2009]


• 2015: Worked with Dimitra Gkatzia on 
generating a snapshot of NLG evaluation 
practices for the last 10 years [Gkatzia & 
Mahamood, 2015].


• 2019: At INLG 2019, presentation on how 
Human Evaluations are conducted in NLG and 
their problems [van Der Lee et al., 2019].


• 2020: Collaborated with multiple researchers on 
an extensive 20-year overview of how NLG 
human evaluations are conducted [Howcroft et 
al., 2020].
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• 2021: Worked on several evaluation related 
research initiatives: 


• Explored Commonsense human NLG 
evaluations [Clinciu et al., 2021]


• Underreporting of errors in NLG output 
[Miltenberg et al, 2021]


• Reproducing an earlier NLG experiment 
[Mahamood, 2021]


• Automatic construction of evaluation test 
sets [Mille et al, 2021]

My Journey into 
NLG Evaluation

https://aclanthology.org/2021.humeval-1.1/
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Overview: What are the 
issues?

2.



• To understand how well a NLG system or model 
performs we need to evaluate it’s performance.


• There are two types of evaluation:


• Intrinsic evaluations - e.g. How fluent is 
this text?


• Extrinsic evaluations - e.g. How well does 
this generated report allow doctors make 
correct care decisions?


• Intrinsic evaluations can be performed using 
automated metrics or using human participants.


• Most evaluations performed in NLG research 
are intrinsic in nature [Gkatzia & Mahamood, 
2015] and are automatic [Howcroft et al., 2020].

Overview
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• Most automated measures only measure 
similarity between model output and reference 
corpora [Gehrmann et al., 2022].


• Evaluations using metrics such as BLEU, 
ROUGE, etc. correlate poorly with human 
judgments [Reiter & Belz, 2009, Reiter, 2018] 
and small changes may not be statistically 
significant [Mathur, 2020].


• Most publications only use a single metric to 
demonstrate improvements over prior systems 
[Gehrmann et al., 2022].


• 100% of papers introducing new summarisation 
models at *CL conferences in 2021 use ROUGE 
and 69% use only ROUGE [Gehrmann et al., 
2022].

Automatic Intrinsic evaluations have several 
problems…
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• Factual accuracy and hallucinations [Thomson 
and Reiter, 2020]. 


• Ethical challenges. Large neural language 
models can reinforce discriminatory behaviour 
such as sexist gender roles, racists language, 
etc. [Bender et al., 2021].


• Therefore, there is a need to understand better 
how robust given neural models are and how 
well they perform under variety of datasets.


• Only by performing a multi-dimensional 
evaluations can we evaluate several aspects of 
a generated text’s quality [Gehrmann et al., 
2022].

However, neural NLG evaluations poses 
additional challenges:

Neural NLG and 
Evaluations
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• Human evaluations, whilst considered more 
reliable than automatic, have issues with 
extreme diversity in the approaches used and 
fundamental gaps in details being reported 
[Howcroft et al., 2020].


• Evaluations do not consistently name their 
quality criterion and definitions.  

Additionally, human evaluations have their 
own problems…
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extreme diversity in the approaches used and 
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[Howcroft et al., 2020].


• Evaluations do not consistently name their 
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• There is uncertainty of what is being measured:


• Howcroft et al., found generated text was 
evaluated on 204 dimensions of quality, 
which mapped to 71 distinct criteria.  
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• There is a need to ensure that presented results 
are sound and reliable. This means they need to 
be reproducible. 


• NeurIPS in 2019 introduced a machine learning 
reproducibility checklist for submissions [Pineau 
et al., 2020]. 


• Growing interest in trying to reproduce human 
evaluations within NLP. 


• However, recent work look reproducibility in  
NLP found signifiant issues [Belz et al., 2021]:


• Only a minority of systems reproducing 
previously reported scores.

Finally, can we even reproduce the results…
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evaluations within NLP. 


• However, recent work look reproducibility in  
NLP found signifiant issues [Belz et al., 2021]:


• Only a minority of systems reproducing 
previously reported scores.
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The GEM Project3.1.



• The Generation, Evaluation, and Metrics (GEM) 
project is a living benchmark that aims to 
evaluate in-depth models.


• The GEM project is a large collaborative 
research endeavour with collaborators from 
multiple continents and institutions.   
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• Increasing multilingualism of NLG research. 


• Most benchmarks in NLG focuses 
exclusively in English.


• Providing a test bed for automated evaluations.


• Allows for the latest advances into 
automated metrics to be test against a 
variety of NLG tasks such Data-to-Text, 
Summarisation, etc.


•  Developing reproducible human standards. 


• Develop new standards for how human 
evaluations should be conducted, whilst 
incorporating lessons from related work 
e.g. WMT shared tasks.

What the GEM project aims to achieve:

The GEM 
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• Choosing what datasets should be used is the most 
important part of a benchmark.


• Should be challenging to a variety of models, but still 
possible to evaluate models trained on them.


• We focused on datasets that:


• Focus on diverse high-level tasks over a single 
high-level task.


• Clean datasets to avoid conflating model 
mistakes and learned noise.


• Mix of high- and low-resource datasets


• Data with interesting test sets.


• Focus not on the quality of current evaluation 
strategies. 


• Prefer multi-reference datasets, since those are 
shown robustness for automatic evaluation.

Selecting datasets for GEM:
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Generating Challenge 
Sets

3.2.



• In addition to using existing datasets we 
generated new special challenge sets.


•  The purpose of these challenge sets is to go 
beyond evaluating models with just an 
independently and identical distributed test 
splits and expose how a model performs in the 
presence of challenging inputs.


• By altering existing datasets we can create new 
challenge sets to give us a better understanding 
of model robustness.  

Generating 
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Human Evaluation Efforts4.



• There is a greater awareness of the issues of 
human evaluation in NLG. 


• Howcroft et al. makes several high-level 
minimum recommendations when reporting 
human evaluations in NLG.

Efforts to improve Human Evaluation in NLG:
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• There is a greater awareness of the issues of 
human evaluation in NLG. 


• Howcroft et al. makes several high-level 
minimum recommendations when reporting 
human evaluations in NLG.


• To improve reproducibility testing and meta-
evaluations Belz et al. introduced a 
classification system.


• Subfields of human evaluation in NLG have also 
introduced checklists e.g. Commonsense 
Evaluation Card (CEC) for Commonsense NLG 
human evaluations [Clinciu et al., 2021].


• Still a lot more work to do…
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Reproducibility Efforts5.



• ReproGen 2021 Shared Task was the first 
shared task in NLG to attempt to reproduce 
results from past NLG human evaluations with 
four team submissions.


• Results from the shared task showed either 
small or large percentage differences in 
reproduced scores depending on the paper 
being reproduced [Belz et al., 2021]. 


• Differences in reproduction cohort could be 
a contributing factor. 


• Need more information about evaluators 
and other aspects to conduct reproduction 
studies.


• Further work ongoing with the 2022 ReproGen 
Shared Task and ReproHum project.  

Efforts to improve Reproducibility in NLG:

Reproducibility 
Efforts
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Conclusions6.



• Automatic and Human evaluations have multiple 
shortcomings at present within NLG.


• Neural NLG approaches have additional 
challenges such as factual accuracy, ethics, etc.


• The GEM project aims to address some of 
these by creating a living benchmark to uncover 
these shortcomings of neural NLG models.


• By generating challenge sets we can observe 
the robustness of a given model to 
perturbations. And allow us to have a better 
understanding of the shortcomings of a given 
model.     


• Work is underway to improve human evaluation 
practices in NLG and reproducibility. Conclusions



• There is no perfect one way to conduct an 
evaluation.


• The quoted performance of a model in a single 
number or evaluation may not necessarily be 
the full story.


• All AI models encode biases explicitly and/or 
implicitly. Therefore it is important to have 
evaluations on multiple dimensions. 


• It is important to probe a given model to 
appreciate its abilities and limitations with both 
automatic and human evaluations methods.

More generalisable conclusions…

Conclusions


